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Abstract: Many researchers have observed that 80% -90% of tutorial utterances were in 
the form of questions, so-called items. However, the item quality in distance learning 
environment has not been discussed enough. Poor and problematic items may defeat the 
purpose of distance learning. Therefore, we should ensure the quality and integrity of 
items before storing them finally in item banks, and becoming available for distance 
learning systems. The traditional paper-and- pencil process for evaluating an item is 
performed by administering a pilot test in schools, so-called tryout. Many manual steps are 
needed to test the items, by trying them, in schools. This process is costly, very time–
consuming endeavor, and sometimes inaccurate. In this paper, we attempt to solve this 
problem by introducing a new practical model for evaluating an item online. Through this 
model we get, on the spot, student responses and apply some techniques on these 
responses to identify item characteristics to ensure the quality and integrity of the item. 
Accordingly, this will enable us to detect and eliminate both weak and problematic items, 
and store only good items in the item bank, all in quick and accurate manner. 

 
Keywords: distance learning, item banking systems, tutoring systems, item evaluation, 

online testing. 
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1. Introduction 
The fifth generation of the distance learning -Intelligent Flexible Learning Model- has 

very important impacts on: society, students, and institutions [27]. Making learning of all 
kinds, at all levels, any time, any place, any pace-a practical reality for every man, woman, 
and child. Equity of educational opportunity, saving time, and saving cost are provided by 
distance learning (DL) [25, 26].  Distance students or learners can study at their own pace 
and in the manner that suits their lifestyle.  DL will overcome the educational deficiencies 
resulting of the high- density classrooms at pre-college level and in higher education, by 
centering learning around the student instead of the classroom. Also, it focuses on the 
strengths and needs of individual learners to make lifelong learning a reality. In addition, it 
overcomes professional teacher shortages; it offers education in places where there are no 
resources or where few exist; it extends the learning day and the learning place. The DL 
may be used as a virtual campus (alternative to the classroom setting), and may be 
incorporated into traditional higher and pre-college educational systems as an educational 
tool for students (to supplement their traditional learning experience) [9, 25].  

In literature, many researchers have observed that 80%-90% of tutorial utterances 
were in the form of items [2, 12, 17].  Subsequently, items and their quality is one of the 
most important issues in distance learning systems. Poor and problematic items (PPitems) 
may destroy the idea of distance learning.  Therefore, we should ensure the quality and 
integrity of the items before storing them finally in item banks, and becoming available for 
DL systems [1, 10, 15]. 

The traditional process for evaluating an item is performed in schools, by 
administering a paper-and- pencil pilot test, so-called tryout. A set of items is administered 
to a pilot sample of students similar in characteristics to the examinees for whom the test 
is intended. Data from this pilot study can then be analyzed to derive item characteristic 
indices. These indices are used to guide the revision of the item to produce a final test with 
maximum reliability [16]. This traditional process consists of many manual steps. It 
includes preparing tryout items, selecting schools, selecting classes, determining the pilot 
sample of students, determining the proctors, administering tryout in the schools, scoring 
tryout, and accommodating the data for analysis. This process is costly, very time-
consuming endeavor, and sometimes inaccurate. 

In this paper, we attempt to solve this problem by introducing a new practical model 
for evaluating and controlling item quality online. Through this model, the tryout is 
administered online, rather than using paper-and- pencil, to a pilot sample of students. As 
a result, our model can get, on the spot, student responses. Our model then performs a kind 
of analysis using some specialized techniques upon these responses, to identify item 
characteristics. Our model will use instantly these characteristics to detect weak, 
problematic, and/or good items. It will also detect items that need revision and those items 
with ambiguous distractors.  All in quick and accurate manner. This model could be used 
by practitioners in e-learning systems for controlling the items before lunching them in 
their systems. 

The system that puts our model into practice has been developed. This system is 
implemented using C# and Microsoft SQL server. It runs under Microsoft Windows 2003 
server platform. Currently, this system is undergoing a comprehensive testing. Passing the 
testing stage on samples from the Egyptian preparatory schools curriculum, the system 
will be published on the web site of the National Center of Examinations & Educational 
Evaluation (NCEEE), Egypt. We will evaluate its usage in subsequent status paper once 
all information is available. 

The rest of the paper is structured as follows. Section 2 introduces the item banks and 
discusses its importance within the distance learning system. In section 3, we present the 
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proposed item evaluation model. In section 4, we describe, in details, our model and 
supporting mechanism for Item evaluation online. Section 5 gives some concluding 
remarks and directions for future research. 

 
2. Item Bank as an Integral Part of DL 

The item bank (IB) is a large collection of test items with two types of item metadata. 
These metadata are: descriptive metadata, or DSmetadata for short, and psychometric 
metadata, or PSmetadata for short. For more details see [1, 15, 16].  The main purpose of 
the item banks is to make the task of student assessment easier and accurate.  

A good item bank has a number of distinguishing features. First, the number and type 
of items faithfully reflect the nature and emphases of the knowledge domain to be 
measured. More so than paper-and-pencil testing, online testing requires a sufficient 
number of interchangeable items on each test objective for multiple-form and adapted 
tests.  

Second, the items meet accepted standards of content validity and psychometric 
quality.  So, these items should be tested to ensure their quality before storing them finally 
in the IB, and before lunching them in DL systems. Simply put, the items measure what 
they are supposed to measure and they do so very well. 

Third, the item bank is easy to use and maintain. Content specialists can easily 
manage the test items and build tests to their specifications [16]. 

The position of the item banks within teaching-learning model architecture of the DL 
is illustrated in Figure 1. The teaching-learning model of the DL is considered the heart of 
the DL.  In literature, many efforts have been made to design this architecture, e.g. [ 3, 4, 
7, 11, 18,  20, 21, 22, 23, 24].  However, these efforts did not address this architecture in 
the needed and sufficient details. On the other hand, they overlooked some essential 
components from their design, such as: item banks, student profile, learning profile, and 
presentation module. We have tried to propose a new design of this architecture, that 
includes these necessary components, and to clarify the proper location of the item banks 
within this architecture. This is illustrated in Figure 1. 

This figure shows that the teaching-learning model consists of the four main 
components: Student model, Tutoring model, Course model, and Interface model.    

 A student model component permits the system to store relevant knowledge about the 
student and to use this accumulated knowledge as the basis for system adaptation to 
student needs [5].  

Tutoring model component is the heart of the teaching-learning model; it selects 
problems to be given to students and generates appropriate instructional actions and 
decisions according to the student model [3,8]. 

The interface model component provides the means of communications between the learner 
and the system [3, 8]. 

The course model is structured into course material, course metadata, item banks, and 
frequently asked questions [5, 19].  

From the item banks, a DL system can draw high quality items that are matched to a 
specific measurement need or purpose. These systems should use item banks to generate: 
daily items to students, weekly quizzes, monthly quizzes, tests for each part of the course, 
and final tests. 

Accordingly, the item bank is an inevitable integral part of DL systems. 
 

3. Item Evaluation Model 
The Item evaluation model has been designed to evaluate an item online. This model 

describes a novel approach for ensuring the quality and integrity of the item. We have 
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designed this model -mainly- by exploiting our practical experience in the manual processes of 
the item evaluation. Although literature [1, 2, 10, 15, 16] did not discuss directly the item 
evaluation issues in web-based environment. However, these research works have guided us 
to explore some components of our model and their functions. Figure 2 shows the architecture 
of the item evaluation model. This architecture is comprised of six major modules: 

• Student interface, 
• Instructor interface, 
• Tryout generator, 
• Scoring, 
• Analyzer, and 
• Evaluator. 
These modules and their functions are compatible with the item development life cycle 

(i.e. preparation, delivery, and evaluation). Moreover, this architecture shows the relationships 
between the various modules, and the main inputs and outputs to and from each module.  

The data requirements -in our model- are represented by five preliminary databases. 
These databases store and maintain data about: the items and their metadata, tryout specs, 
student responses, and student profile. These preliminary databases are: 

• Item bank, 
• Student profile, 
• Tryout specs, 
• Responses, and 
• Poor and problematic items. 
There are two major educational measurement theories today: classical theory and item 

response theory (IRT), which are used for determining item characteristics and test attributes 
[15, 16, 28, 29].  From these theories, a large array of statistical measures and indices has been 
suggested as appropriate for deriving item characteristics. 

We have used the statistical techniques of the classical theory in our model [1]. From 
these techniques, we have proposed two cooperative algorithms for controlling the item 
quality. 

The first algorithm calculates the item difficulty index, from student responses, and 
inspects this value carefully to determine whether this index is in the acceptable range.  If so, 
we apply the second algorithm. Otherwise, a decision should be taken to revise the item or 
eliminate it. The second algorithm is used to calculate the item discrimination index, from 
student responses, and inspect this value carefully to determine whether this index is in the 
acceptable range. If so, the psychometric metadata of the item will be stored in the item bank. 
Otherwise, a decision should be taken to revise the item or eliminate it. 
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Our model can be adapted easily in order to deal with the item response theory 
(IRT). This can be achieved by replacing analyzer module and a part of evaluator module 
by an IRT-based application such as: Microscale, BILOG, MULTILOG, PARSCALE2, 
DIMTEST,  DETECT, and MicroFACT. 

In the next section, we will describe the components of our model and their functions 
in details 

 
4. Model Description  

We have analyzed the life cycle of item evaluation in DL (see Table 1). We 
decomposed the life cycle of item evaluation into three stages: preparation (before tryout), 
delivery (during tryout), and evaluation (after tryout). Each of these stages is further 
decomposed into smaller stages [2]. The modules of our model and their functions are 
compatible with these stages. Each stage has the correspondence modules that can 
manage and conduct it, see Figure 2. 

 
Table 1: Item evaluation life cycle 

 
Preparation Delivery Evaluation 

 

• Author  
• Review 
• Store item and 

DSmetadata 

 

 

• Selection 
• Presentation  
• Getting the 

answer 
• Scoring 

 

 
• Item Analysis to 

determine item attributes 
(PSmetadata) 

• Item Evaluation steps: 
1- Discover and Eliminate 

PPitems. 
2- Store good items in IB 

 
 

4.1 Preparation stage 
Life of an item begins at authoring time. Item and its descriptive metadata are 

created by human authors, instructors and content developers. Multiple choice item 
(our model is concerned with multiple-choice items) has the following components: 
the item itself (or stem), and a set of options (distractors and the answer). In addition, 
there are two types of item metadata:  

1- Descriptive metadata (DSmetadata) such as: item ID, topic name, cognitive 
level (i.e. knowledge, comprehension, application, analysis, synthesis, 
evaluation), allowed time, number of attempts, difficulty level (i.e. very 
difficult, difficult, intermediate, easy), item answer, item mark, and feedback.  

2- Psychometric metadata (PSmetadata) such as: difficulty index and 
discrimination index. 

These items and their DSmetadata are reviewed by a committee to ensure the 
integrity of these items. These items and their DSmetadata are stored directly to the IB 
by the instructor interface module.  However, the PSmetadata will be added later to 
the item bank after evaluation stage [1, 2, 15], see Figure 2.  . 
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4.2 Delivery stage 
The second stage is the item delivery to the tryout; it is the active life of the item 

[2]. This stage is divided into two phases: tryout building and presentation, and get 
answer and compute scoring. 
 
A) Tryout building and presentation: 

The active life of a stored item starts when it is selected for presentation as a part 
of a tryout. Content developer (or instructor) determines, in advance, a number of 
parameters, and store them in tryout specs.  These parameters include [15, 16]:  

• Stage and class, 
• Subject matter, 
• Unit, 
• Topic where the item belong to, 
• Cognitive level for each item, 
• Difficulty level for each item, and 
• Number of items in the tryout. 
By using these parameters, the tryout generator will select the appropriate tryout items.  
Student logs into the system by providing the user name and password. The student 

interface checks this information against the student profile. If this information is 
incorrect or the student tries to login more than once in the same session, then the student 
is not authorized to start a session. Otherwise, the tryout generator sends the following 
information to the client side:  tryout items, item options, and item allowed time. 
Moreover, tryout generator will trigger student interface in order to display the items, one 
after another. The item stem and its options are presented to the student to answer.  

After the allowed time of the item expires, the current item diminishes -in a 
timely fashion- and the next one will be presented.  This process continues until the 
total number of tryout items is reached. Figures 3 through 5 illustrate snapshots of the 
instructor interface (tryout manager), the item presentation, and   the tryout feedback. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Figure 3: A snapshot of the tryout manager (item and metadata) 

 



�

 177 

 
 
 

 
 

Figure 4:  A snapshot of the item presentation 
 
 
 

 
Figure 5: The tryout feedback 
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From our viewpoint, the security of the tryout taking is a vital challenge facing 
the model. What is the most secure way to handle online tryouts? There are two 
possible ways to apply the tryout. The first one is to perform it in secure centers or in 
school labs as a proctored test. The second one is to perform it at home. The latter is 
better in the terms of cost, but less secure. In our model, we propose the following 
strategy that tries to minimize a student’s temptation to cheat: 

1- Using student ID and password to allow only authorized students to register 
for the tryout, see Figure 6.  

2- The student is not allowed, under any circumstances, to register more 
than once during the course of the same session. 

3- Storing some personal and educational information about student in his profile 
(e.g., student ID, password, Email, phone No., mobile, general knowledge 
level, etc.), to monitor and control student interactions, and to compare 
student general knowledge level with the tryout result, see Figure 7. 

4- Limit the times; ensure that the tryout is taken within a certain amount 
of time, and each item has a specific period of time to answer, see 
Figure 4. 

5- There are no retries at all (i.e. back navigation is prohibited), see Figure 4. 
6- Preventing student from saving the items in his machine or printing them, see 

Figure 4. 
7- Just after the tryout session, a sample of students is randomly selected by the 

system. Those students are checked by answering unannounced oral questions 
- by phone calls - about the topics in the tryout. 

 

 
Figure 6:  Student login authorization 
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Figure 7:  The pilot sample information 
 

B) Get answer and compute scoring 
During the tryout session, student interface gets the student response -for each 

item- on the spot. These responses are stored in student responses database. Student 
responses contain the attributes: item ID, student ID, student response, and student 
score, (see Figure 2). 

Once the tryout session has been completed, the scoring module starts 
immediately to score the items.  It gets the item answer and its mark from the IB.  
And it matches student response with the item answer.  If both are identical the item 
mark is stored in student score. Otherwise, the student score will be set to zero, (see 
Figure 2) [14]. 

 
 4.3 Evaluation stage 

Evaluation stage is the third stage in the item development life cycle. 
It is considered the core of our model. In this stage, the analyzer module analyzes 

student responses to determine item PSmetadata. The evaluator module, in turn, will 
evaluate these PSmetadata to discover the item quality. This stage is divided into two 
phases:  item analysis and item evaluation, see Figure 2. 
 
A) Item analysis 
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Once the tryout scoring process is completed, the analyzer module starts to 
analyze the student responses.  It gets item response parameters from the responses 
database.   These parameters are: 

• Item ID, 
• Item mark, 
• Number of students in the sample, 
• Number of students responding, 
• Number of correct responses to the item, 
• Number of incorrect responses to the item, 
• Total item score across students, 
• The total tryout score for each student, 
• The total score for each student who passes the item, and 
• The total score for each student who fails the item. 

The analyzer module will use these parameters to calculate the following 
indexes. 
 
1) Difficulty index [1, 13, 15, 28, 29]  

 
 Item difficulty is an index that shows the percentage of students who answered 
an item correctly. It is calculated by one of the following  formulas  according to 
the type of the item: 
 

 
 responding persons ofNumber 

 iteman   toresponsescorrect  ofNumber =P    (1) 

(applied only for dichotomous items) 
 

item  theof score maximum
examinees across score itemmean =P      (2) 

(applied only for essay items) 
 

The difficulty index can range from 0 to 1. It is an inverse scale, since high P 
values correspond to easy items and low P values correspond to difficult items. 
 
2) Discrimination index [1, 13, 15, 28, 29] 

Item discrimination means that the item is effective in separating those with high 
scores on the total test from those with low total test scores. It seems reasonable that if 
an item is a good discriminator, students with high-test scores will tend to get it 
correct and those with low test scores will respond incorrectly. The discrimination 
index commonly used is the correlation coefficient between item scores and the total 
test scores (or with the total scores of the rest items). This is called the item-total 
correlation. Of course, this correlation coefficient or discrimination index can range 
from -1.0  to + 1.0 ( but which normally cannot reach +1  or -1). The correlation 
coefficient typically used is the pearson product-moment coefficient for essay items 
and the point-biserial correlation coefficient for dichotomous items, which is a special 
case of the pearson product-moment coefficient. In our model, we shall calculate the 
discrimination index by one of the following formulas according to the type of the 
item:  
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 R pq
S

qXpX

x

−=          (Applied only for dichotomous items)  (3) 

Where pX   = the mean total score for students who pass the item 

 qX  = the mean total score for students who fail the item 
 Sx     = the standard deviation of total tryout scores which is given by the 

formula: 
 
 

1

2)(

−

−
= �

N

xix
xS  (Where ix  is the total tryout score of ith student, x  is the 

mean of total tryout scores, and N is the number of 
Students in the sample ). 

 
 P  = the proportion correct. 
 q   =the proportion incorrect. 
 
 

      R= 
� �� �

� ��

−−

−

]y)(y[(n]x)(x[(n

yxxyn
2222

       (4) 

 

 (Applied only for essay item). 
 

(where n is the sample size, x is the  score of the item , and y  is the total score 
minus  item score) 

Positive correlation shows that the item is measuring something in common with 
the total tryout, getting the item correct predicts a higher total tryout score. This is 
what we would hope to find for each of the items. A zero correlation shows that 
performance on that item is not related to performance on the total tryout. Such an 
item is not a useful contributor to the total tryout and, at the very least, needs to be 
revised or possibly eliminated. If the item-total correlation is negative, there is a 
problem. This means that getting that item correct is predictive of a low total tryout 
score. This could only occur if the item were misleading to the better students ( better 
in terms of total tryout scores). Items that have negative item-total correlations should 
be eliminated from the test [15].   
 
B) Item evaluation 

After the analyzer module calculates the PSmetadata of an item, it sends these 
data to the evaluator module, see figure 2. This evaluator module inspects the 
PSmetadata carefully to discover poor and problematic items. In the following, we 
describe the role of   the evaluator module, using the PSmetadata, in revealing what is 
wrong and why. 

An inspection of the item’s PSmetadata can be revealing to content developer. 
Content developers may choose to delete or revise items, based on decisions made by 
the evaluator module. Often there are concepts that everyone assumes are well 
understood, but corresponding tryout items have surprising PSmetadata. Evaluator 
module should determine whether the source of the problem concerns the tryout item 
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or the instruction, and then takes the necessary action. One reason for that is the 
wrong scoring key and one of the distractors was really the correct response. Another 
reason is that the item was ambiguous, or the learning that the instructor assumed took 
place did not occur. Hence, the evaluator module gives the content developer 
information that can guide him to improve the item. 

 Both the difficulty and discrimination indexes (PSmetadata) provide the data 
about the item that the evaluator module can use to take the appropriate decisions. In 
literature, suggestions of the item evaluation in terms of both difficulty and 
discrimination indexes have been emerged [1, 13, 15, 28, 29]. From these suggestions, 
we can extract and specify the following production rules for item evaluation: 

IF   (the difficulty index � 0.25)  
THEN   (there may be ambiguity) OR (confusion in the 

wording) OR (the item (has not been covered by 
instruction). 

 
IF   (the difficulty index � 0.25)  

THEN   (the item should be eliminated from the IB) AND (it 
should be stored in PPitem database).  

   
 IF   (the difficulty index � 0.90)  
THEN   (the item is very easy). 
 
IF   (the item is very easy ) 
THEN   (it should be eliminated from the IB) AND (it should be stored in 
PPitem database).   

  
IF   ( 0.25 < difficulty index < 0.90)  
THEN   (the evaluator module will check the discrimination index ). 
 
 IF   (discrimination index � 0.40)  
THEN    (it is acceptable item) AND (store its PSmetadat in the IB).  
 
IF   (0.30 � discrimination index � 0.39)  
THEN   (reasonably good but possibly subject to improvement). 
 
IF   (0.20 � discrimination index � 0.29)  
THEN   (marginal item, need some revision). 
 
IF   (0.05 � discrimination index � 0.19)  
THEN   (check difficulty index.). 
 
IF   (discrimination index = 0)  
THEN   (the performance on that item is not related to performance on the total 

tryout. Such an item is not a useful contributor to the total tryout 
(redundant) ) AND (needs to be revised or possibly eliminated from 
the IB, and stored in PPitem database). 

    
IF   (discrimination index � 0)  
THEN   (there is subtle confusion or ambiguity in the item that is misleading the 

better-performing students but does not affect the poorer-performing 
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students. A clue to the problem may be found in the incorrect 
responses of the better-performing students) AND (this item should be 
eliminated from the IB, and stored in PPitem database).    

We have derived from these findings (i.e. production rules) two cooperative 
algorithms, as illustrated in Figures 8 and 9 [15].  

The first algorithm calculates the item difficulty index, from student responses, 
and inspects this value carefully to determine whether this index is in the acceptable 
range.  If so, we apply the second algorithm. Otherwise, a decision should be taken to 
revise the item or eliminate it. The second algorithm is used to calculate the item 
discrimination index, from student responses, and inspect this value carefully to 
determine whether this index is in the acceptable range. If so, the psychometric 
metadata of the item will be stored in the item bank. Otherwise, a decision should be 
taken to revise the item or eliminate it. 

The evaluator module uses these algorithms to perform the following: 
• Detect the accepted items, 
• Store the PSmetadata of accepted items, in IB, 
• Detect the poor and problematic items (PPitems), 
• Eliminate PPitems from IB, and 
• Store PPitems in the PPitem database. 
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Figure 8: One item evaluation in terms of difficulty index 
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Figure 9: One item evaluation in terms of discrimination index 
 

No Yes 

No Yes Yes No 

Yes No 

 

Elimination 

 

Confusion 
or Ambiguous 

End 

 
Redundant 

 

Calculate Item Discrimination index 

Its  
value > 0 ? 

Its  
value > 0.4? 

Its  
value < 0? 

 

Is reasonably good, 
Possibly subject to revision 

Its  
value > 0.3? 

 

Acceptable item 

 

Store PSmetadata 
in the IB 

 

Major revision or elimination 

 

2 



�

 186 

5. Conclusions  
 

Items and their quality is one of the most important issues in distance learning 
systems. Poor and problematic items are the major obstacles facing these systems. 
The traditional paper-and- pencil process for controlling item quality is costly, very 
time-consuming endeavor, and sometimes inaccurate.  
 

In this paper, we proposed a solution to this problem by introducing a new 
practical model for evaluating and controlling the item quality online. Through this 
model we can get, on the spot, student responses and identify item characteristics. Our 
new model proposed two cooperative algorithms for controlling the item quality. The 
first algorithm calculates the item difficulty index, from student responses, and 
inspects this value carefully to determine whether this index is in the acceptable 
range.  If so, the second algorithm is applied to calculate the item discrimination 
index, from student responses, and inspect this value carefully to determine whether 
this index is in the acceptable range. If so, the psychometric metadata of the item is 
stored in the item bank.  If the conditions for accepting any of the indices fail, the 
item should be revised or eliminated.  

This new model could be used by practitioners of e-learning systems for 
controlling the items in these systems. 

 
We also identified the importance and proper location of the item bank within 

teaching-learning model architecture of the distance learning framework. We have 
concluded that the item bank is an integral part of the distance learning systems. Item 
banks have important impact on distance learner assessment, from which a distance 
learning system can draw high quality items that are matched to a specific 
measurement need or purpose. 

 
Distance learning has a crucial challenge associated with it, how do we prevent 

cheating while online testing?  We tried to solve this problem by presenting a strategy 
to minimize the cheating online.  

 
Further researches are needed to make the online testing more secure. 
A potential research path includes developing a full-fledged student model for 

discovering and preventing the cheating on online testing. Another future research is 
to conduct a comparative study between the traditional method for controlling the 
item quality and the proposed automated approach described in this paper. 
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