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Abstract

In recent years there has been considerable interest in the possibility of building complex problem solving systems as groups of co-

operating experts. This has led us to develop a multiagent expert systems capable to run on servers that can support a large group of users

(clients) who communicate with the system over the network. The system provides an architecture to coordinate the behavior of several

specific agent types. Two types of agents are involved. One type works on the server computer and the other type works on the client

computers. The society of agents in our system consists of expert systems agents (diagnosis agents, and a treatment agent) working on the

server side, each of which contains an autonomous knowledge-based system. Typically, agents will have expertise in distinct but related

domains. The whole system is capable of solving problems, which require the cumulative expertise of the agent community. Besides to the

user interface agent who employs an intelligent data collector, so-called communication model in KADS, working on the client sides. We

took the advantage of a successful pre-existing expert systems—developed at CLAES (Central Laboratory for Agricultural Expert Systems,

Egypt)—for constructing an architecture of a community of cooperating agents. This paper describes our experience with decomposing the

diagnosis expert systems into a multi-agent system. Experiments on a set of test cases from real agricultural expert systems were preformed.

The expert systems agents are implemented in Knowledge Representation Object Language (KROL) and JAVA languages using KADS

knowledge engineering methodology on the WWW platform.

q 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

As computer hardware and software become increas-

ingly powerful, so do applications, which used to be

considered beyond the scope of automation. To cope with

increased demands, software systems are becoming

correspondingly larger and more complex (Genesereth &

Ketchpel, 1994; Jennings & Varga, 1993; Jennings &

Wooldridge, 1995). In recent years, there has been

considerable interest in the possibility of building complex

problem solving systems as groups of co-operating

experts. Distributed Artificial Intelligence (DAI) is the

study of how such systems might be built. Historically,

empirical research in DAI has focused on three main

areas: blackboard architecture (Engelmore & Morgan,

1988; Nwana, 1996), systems based on negotiation

(Smith, 1980), and multi-agent planning systems (Durfee

and Lesser, 1988). More recently, co-operating expert

systems have emerged as a research area of some

importance (Nwana & Ndumu, 1999).

Agent-based computing represents an exciting new

synthesis both for Artificial Intelligence (AI) and, more

generally, Computer Science. It has the potential to

significantly improve the theory and the practice of

modeling, designing, and implementing computer systems

(Jennings, 2000). Since the 1980s, software agents and multi-

agent systems have grown into what is now one of the most

active areas of research and development activity in

computing generally (Jennings & Wooldridge, 1998).

There are many reasons for the current intensity of interest,

but certainly one of the most important is that the concept of

an agent as an autonomous system, capable of interacting

with other agents in order to satisfy its design objectives, is a

natural one for software designers (Wooldridge & Ciancar-

ini, 2001). Just as we can understand many systems as being

composed of essentially passive objects, which have state,
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and upon which we can perform operations, so we can

understand many others as being made up of interacting,

semi-autonomous agents.

There are several benefits of using the intelligent agent

paradigm for software systems. Agents can provide a high

level of abstraction for dealing with intelligent systems and

distributed systems. The agent abstraction is a natural

extension of object-oriented technology, encapsulating the

agents knowledge within an active process and providing a

standard interface for intercommunications. This leads to

another benefit of agent-based systems, interoperability

(Genesereth & Ketchpel, 1994). With a common agent

communication Language, such as KQML (Finin, Fritzon,

Mckay, & McEntire, 1994; Finin, Labrou, & Mayfield,

1997; Labrou & Finin, 1997), programs written as agents

can communicate and cooperates with other such programs.

In other words, agent-based system architecture provides a

consistent interface for intelligent systems to interact with.

Finally, agent systems often provide a high-level ‘human-

like’ interface to take the GUI revolution one step further

(Moore et al., 1997).

Multi-agent systems are the best way to characterize or

design distributed computing systems (Huhns & Stephens,

1999). Multi-agent systems are commonly intended as

computational systems, where several (semi-) autonomous

entities interact or work together to perform some tasks.

There are several motivations for having multiple agent

systems (Nwana, 1996). They include:

† To solve problems that are too large for a centralized

single agent to do due to resource limitations or the sheer

risk of having one centralized system;

† To allow for interconnecting and interoperation of

multiple existing legacy systems such as expert systems

and decision support systems;

† To provide solutions to inherently distributed problems

such as distributed sensor networks (Durfee and

Rosenschein, 1994) or air-traffic control;

† To enhance modularity (which reduces complexity),

speed (due to parallelism), reliability (due to redun-

dancy), flexibility (i.e. new tasks are composed more

easily from the more modular organization) and

reusability at the knowledge level (hence shareability

of resources).

The rationale for interconnecting computational agents

and expert system is to enable them to cooperate in solving

problems, to share expertise, to work in parallel on common

problems, to be developed and implemented modularly, to

be fault tolerant through redundancy, to represent multiple

viewpoints and the knowledge of multiple experts, and to be

reusable (Huhns & Stephens, 1999). Nevertheless, With the

advent of the Internet, many researchers have been taking a

closer look at distributed software systems. Recently, a large

share of this research has focused on intelligent distributed

systems, which have come to be known as multi-agent

systems. As a result, new development methodologies

specifically designed for multi-agent systems have been

introduced (Iglesias, Garijo, & Gonzalez, 1998) and several

tools are now available for building multiagent systems

(Raphael & Deloach, 2000).

At the Central Laboratory for Agricultural Expert System

(CLAES), at the Agriculture Research Center of Ministry of

Agriculture and Land Reclamation in Egypt, a number of

successful agricultural expert systems were developed and

deployed to a large number of users (Rafea, 1995, 1998;

Rafea, El-Azhari, & Hassan, 1995; Rafea, El-Azhari,

Ibrahim, Soliman, & Mahmoud, 1995; Rafea, Hassan, &

Hazman, 2003; Rafea & Mahmoud, 2001; Rafea & Salah,

1994; Rafea, Warkentin, & Ruth, 1991, 1992). These

applications are traditional standalone systems. In these

expert systems, the knowledge acquired from multiple

domain experts that belongs to different disciplines are

implemented as an integrated system. The aim of this

research is to harness the potential of the agent technology

for constructing a community of cooperating agents capable

of diagnosing disorders in the agriculture domain. By

implementing expert systems as multi-agents that perform

their tasks remotely, the expertise can be published on the

Web. Expert systems running on the Internet can support a

large group of users who communicate with the system over

the network.

This paper is organized as follows. Section 2 gives an

overall structure of the proposed architecture of our system.

Section 3 describes the user interface agent. Section 4

introduces the coordination agent. Section 5 presents the

selected expert systems agents. Section 6 shows the ability

of the system in producing diagnosis of disorders based on a

set of input observations from real-world cases in the multi-

agent environment. Section 7 concludes the paper.

2. Overview of the proposed system

Our proposed system considers the two most common

synergetic expert system applications—diagnosis and treat-

ment. From the architectural point of view, the system

provides a framework to coordinate the behavior of several

specific agent types. The society of agents in our system

consists of expert system agents (diagnosis agents, and a

treatment agent) working on the server side, The diagnosis

knowledge is distributed among several agents, each agent

is an autonomous expert for a certain domain knowledge.

Typically, agents will have expertise in distinct but related

domains. The whole system is capable of solving problems,

which require the cumulative expertise of the agent

community. In addition to the user interface agent who

employs an intelligent data collector working on the client

sides. Those agents communicate by passing messages to

the coordination agent. The clients communicate with the

server through socket connection via the Internet. At the

client side the user interface agent send requests for
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diagnosis/treatment services to the server. Answers are sent

back to clients. We have applied our system in the domain

knowledge of diagnosing disorders of the grapes crop, see

Fig. 1.

A diagnosis agent is responsible for producing diagnosis

of disorders based on a set of input observations. The

treatment agent, who is responsible for finding a suitable

recommendation to treat a certain disorder taking into

consideration the possible causes of this disorder, provides a

set of operations to be performed in order to treat the

disorder and remove the causes. The treatment agent can

only be consulted after a successful diagnosis session.

In the early stage of this research, we have designed the

system with only two expert agents, diagnosis and

treatment. But later on, we discovered that the diagnosis

agent combines different specialization that are well defined

in the agricultural domain. Consequently, we improved our

architecture by furtherly decomposing the diagnosis agent.

In the agent community decomposition concerns the

partitioning of the problem domain into agents. The key

problem lies in deciding how the domain is to be partitioned.

This decision can only be reached by the extensive

consultation with the domain experts. In our case, we

figured out that the grape diagnosis consists of six agents,

namely: fungal agent, insect agent, nematode agent, snail

agent, mites agent, and nutrition deficiency agent. The new

architecture concerning diagnosis has the following advan-

tages:

† It tries to simulate what may happen in real world in a

very fine-grained manner. Each agent corresponds to a

domain expert specialization.

† Partitioning of domain knowledge makes it easy to

maintain knowledge, and to improve performance.

In real life, the domain expert who diagnoses a certain

disorder can also give the treatment method of this disorder.

The treatment methods suggested by different domain

experts may conflict with each other such that a decision

is needed to decide which one is applied first, and so forth.

So, we proposed in our architecture to separate the treatment

process from the diagnosis process, and collectively kept

into the treatment agent in order to resolve conflicts that

may arise in the treatment application.

Expert systems agents include a bilingual KQML

translator module. The message transferred through the

system takes the KQML format. Expert system agents are

implemented in KROL (Shaalan, Rafea, & Rafea, 1998),

while the user interface agent is implemented in Java.

KQML message needs to be translated to/from Prolog. So

we have designed a module which performs this bilingual

translation. Similarly, another module for translating user

interface messages is designed, which translates KQML to

Java and the vice versa.

3. The user interface agent

The user interface agent provides access to the expert

systems agents. For portability, this program is a Java

applet. When a user browses the WWW page of the system,

this applet is downloaded. This is responsible for providing

means through which the user could initiate problem-

solving sessions, by activating the communication model, as

well as handling the presentation of the expert system

results. The communication model acts as an intelligent data

collector. The user interface agent includes a Java-KQML

bilingual translator.

3.1. The communication model

Common-KADS project has addressed many issues

related to the development of expert system. One of the

most important issues is known as the communication

Fig. 1. The society of agents.
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model (Hoog et al., 1992). One of the best advantages of the

communication model is that it completely separates the

user interface model from the knowledge model. However,

dividing an integrated expert system into a two-component

architecture—the problem solving component and an inter-

face or a front-end component—is not usually a straightfor-

ward task since the control of the interface is usually

managed by the problem-solving component itself. In what

follows we show the importance of the communication

model in our system.

For instance, in many expert systems, the questions to be

asked are determined by answers to previously asked

questions. In this case several solutions are possible. The

first and the simplest of these, is devising an application

specific interface where the user is presented with all

possible inputs. Needless to say, this approach will not meet

the needs of any reasonably large application, and in

addition, will confuse the user. Another approach entails

keeping control embedded within the problem solving

server application. In that case, the interface will be used to

present the user with an input request upon receiving such a

request from the server. While this approach might seem

reasonable, it suffers from major limitations. First, it relies

on heavy communication between the server application

and the client front-end, so the user may have to wait for

prolonged periods of time depending on the network traffic

and bandwidth. In case of synchronous communication, it

can engage the server in one connection for an indefinite

amount of time, making it impossible for other users to

make use of that same server. Although time-out operations

could be implemented to avoid indefinite postponement, the

application server will still not be fully utilized. In case of

asynchronous communication the server will have to

maintain extra knowledge such that data inputs could be

mapped to application clients. This would be necessary in

order to maintain data values that are consistent with its

clients.

If however, the interface component employed a

communication model that had just enough knowledge

about which inputs it should ask about and in which cases,

then the client could use this knowledge to collect all needed

inputs in an intelligent fashion. Next, send them in one batch

to the server for processing. In this case the connection

between the client and the server will only be open for the

period of sending the inputs, processing them at the server

and receiving the output. For most practical applications,

this period is usually reasonably short. Meantime, if other

clients need to service a request, the request will be placed

in a wait queue where the waiting time will be short enough

to make that wait transparent. However, care must be taken

in selection of the queue size. Otherwise, if the number of

the clients for the application grows, then wait times might

also grow to unsatisfactory figures.

The implementation of the communication model is

inspired by the hierarchical classification model (HC). HC is

a problem solving method identified by Chandrasekran

(1988) for solving diagnostic types of problems as part of

his Generic Task approach to expert system development. In

HC, knowledge is represented as hypotheses hierarchically

organized in a tree structure such that a general hypothesis is

always above more specific ones in the tree. Using a control

strategy known as ‘establish and refine’, hypothese are

explored top down. If a hypothesis at the top level succeeds

(establishes), its immediate descendants are required to be

established themselves one by one. This process of

attempting to establish the descendants is referred to as

‘refining’ the parent hypothesis. If, on the other hand, a

hypothesis fails, then it is said to be ruled out and so are all

the hypothese beneath it in the tree (El-Beltagy et al., 1995).

In our model, knowledge components for which input is

desired, are also organized in a hierarchical fashion.

4. The coordination agent

This component acts as the interface between the user

interface agent and other agents. It is responsible for

establishing the communication link with the desired expert

system agent based on the user request, through the socket

connection. In the proposed agent society, TCP/IP is chosen

as the low-level transport mechanism for agent-to-agent

communication.

In our implementation, a general-purpose client sockets

class ESClient is defined that inherits from Socket class of

the java.net package. Each time the user interface agent

needs to communicate with any of the other agents, it sends

to the coordination agent a message. The coordination agent

in turns creates an instance of this class giving it both the

host names of the target agent, and the port number on

which the agent’s server socket resides. Host names and port

numbers are passed in the first place to the coordination

agent as parameters from the applet’s initiating HTML

page.

5. The expert system agents

Each expert system agent consists of two basic

components, a mediator and the expert system itself. As

indicated by its name, a mediator is the module responsible

for sending and receiving messages through the network

connection. This communication can be established through

a server socket. All agent communication takes place

through the coordination agent. The expert system consists

of three sub-components:

Domain knowledge: it contains the static knowledge of

the domain, concepts, properties, and two types of

relations. A concept is identified through its name.

Concepts can have properties that are defined through

their names and descriptions of the values that the

property can take. The relations may be relations

K. Shaalan et al. / Expert Systems with Applications 27 (2004) 1–104



between concepts or relations between property

expressions.

Inference knowledge: describes what inferences can be

made on the basis of the knowledge in the domain

knowledge. It describes what inference can made, but not

how or when they are made. In KADS the selected

knowledge engineering methodology, the following

terms are used to denote the various aspects of a

primitive inference: inference step, and role. An

inference step performs an act that operates on some

input data and has the capability of producing a new

piece of information as its output. The elements on which

inference steps operate or produce are called roles. A role

can be an input role or an output role. It acts as a

placeholder for domain objects. Domain objects can be

linked to more than one role.

Task knowledge: actually describes the steps of execut-

ing the knowledge sources in the inference knowledge.

In a previous work (Shaalan et al., 1998), we described

the implementation of expert systems in KROL. In KROL,

Webkrol is the library that handles all the network necessary

function.

5.1. The diagnosis agent

As mentioned above there are six diagnosis agents. The

user interface agent is responsible for loading the diagnosis

communication model in the client side through a WWW

browser. The diagnosis session proceeds as follows, see

Fig. 2.

1. The diagnosis communication model asks the user about

all the observations and collects his responses.

2. The user interface agent calls the Java-KQML translator

module to convert the collected observation into a

KQML message format.

3. The user interface agent sends this message to the

coordination agent.

4. The coordination agent initiates the socket connection

with the server and broadcast this message to all

diagnosis agents at the server site.

5. At the server side, for each agent, after receiving the

diagnosis data, the Prolog-KQML translator translates

the KQML message into a prolog term. This message is

directly interpreted and executed by the diagnosis expert

system.

Fig. 2. Observation and disorder flow in the diagnosis session.
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6. The results are converted again to a KQML format and

sent back to the coordination agent.

7. The coordination agent collects all the answers and sends

it to the user interface agent.

8. The user interface in turn formulates the output and

displays it.

5.2. The treatment agent

Treatment agent session can be conducted after a

successful diagnosis session. The treatment sessions that

correspond to this behavior is described as follows. After the

diagnosis session reaches a successful disorders (i.e. at least

one of the diagnosis agent find disorders). This information

is sent to the coordination agent that transfers it to the user

interface agent. If the user requests a treatment for these

disorders, the user interface agent calls the treatment

communication model and start collecting data related to

treatment. Both the treatment input data and the diagnosis

result (the confirmed disorders) will transfer to the

coordination agent. The coordination agent in turn opens

the connection with the treatment agent and mediates this

information to it. The treatment agent in turn tries to get a

treatment for these disorders and sends the results back to

the coordination agent that will transfers it to the user

interface agent that will display its contents through the

WWW browser, see Fig. 3.

6. An example of utilization and testing

To bring out the advantages of employing multi-agent

technology and expert systems, it was necessary to look at

some real test cases from their conception to realization. We

Fig. 3. Disorder and treatment flow from a diagnosis session to a treatment session.
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have generated test cases that trigger mostly knowledge of

the six diagnosis agents. For each case a brief description of

its objective is given as well as its related input/output

screens in diagnosis session and in treatment session. The

function of coordination agent is shown through screens at

run time. It is recommended that the end user of our system

use a java enabled browser (e.g. internet explorer).

Throughout this section we show screens taken from

running our system on the MS Internet Explorer. When

the user connects to the server site through any available

web browser, the front page shown in Fig. 4 appears. This

page initiates the user interface agent and carries the

necessary information about the address and the port

numbers of all expert system agents.

We have adopted a testing methodology based on

manually generated test cases taken from the diagnosis

and treatment documents of grapes crop. The objective is to

cover all the agents, verify the proposed system by

considering the number of expert systems agents that

succeed in diagnosis: 0-agent succeed, 1-one agent succeed,

and many agent succeed. The methodology also trace down

the function of the coordination agent in each case. The

main steps in our methodology are:

1. Walk through the diagnosis design document and

manually generate random test cases. It is worth noting

that the generated test cases are by no means exhaustive.

The test case is generated by walking backward through

the inference chain, starting from a target disorder(s) and

randomly selecting values that conclude the selection

reached at any given point in the inference chain.

2. For each disorder obtained from step 1, walk through the

treatment design document and manually generate

random test cases. This time the test cases are generated

by walking through the inference chain to get the

treatment operation(s).

3. Merge two or more test cases in order to test the behavior

of the multi-agent environment. This will try to simulate

real life situations, when it may happen that one or more

disorders appear at the same time (this step is used for

testing the possibilities of many-agent succeeded).

4. Run the generated test cases on the system.

5. Compare the results with the target disorder.

For time and space constraints, we will show a test case

that tries to diagnose and treat disorders in case of three

diagnosis agents respond.

6.1. Verify three diagnosis agents: nutrition deficiency,

mite, and snail

Objective. The objective of test case is to conduct an

experiment that demonstrates the capabilities of the system

to diagnose and treat disorders in case of three diagnosis

agents respond. In this case we choose disorders that belong

to nutrition deficiency, mite, and snail expert agents. This

test case covers the diagnosis and the treatment for the

disorders due to iron deficiency, zinc deficiency, manganese

deficiency, mite, and land snail disorders. The treatment of

iron deficiency will be on date 26/05/2001, the material used

is iron_chelate. The treatment of zinc deficiency will be on

date 20/05/2001, the material used is zinc_sulphate. The

treatment of manganese deficiency will be on date

23/05/2001, the material used is manganese_sulphate. The

treatment of mite will be on date 01/06/2001, the material

used is vertamic. The treatment of land snail will be on date

29/05/2001, the material used is iron_sulphate.

6.1.1. Diagnosis session

Diagnosis input:

Growth stage: vegetative

Leaves color: yellow

Leaves status: small, drop

Color of spots: brown

Position of leaves color: whole leaf

Type of infection: new leaves

Range of infection: adjacent spots

Depth of water: medium

Snail exist: yes

Fig. 5. An example of input screens in the diagnosis session.Fig. 4. Front page screen.
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An example of input screens is shown in Fig. 5.

After all the required symptoms are collected, the user

interface automatically sends them to the coordination

agent. Which in turn will establish the connection and

broadcast the collected data to all the diagnosis agents. The

answers from those agents are sent back to the user interface

agent.

Diagnosis output: The output from the diagnosis agents

of this case is shown in Fig. 6, which indicates that the three

agents that are involved in the test case have found that the

input symptoms match a certain disorder in their knowledge

base.

The user interface asks the user whether or not it may call

the treatment agent. Assume we continue with the treatment

agent.

6.1.2. Treatment session

The user interface agent will call the communication

model of treatment. Then the treatment communication

model start asking about some information concerning

treatment, such as the infection range, and the material used.

After that the coordination agent starts the connection with

the server and calls the treatment agent.

Treatment input: Zinc used material: zinc sulphate.

Treatment output: The result from treatment agent again

returns back to the user interface agent through the

coordination agent. The recommended treatment includes

the date of the treat operation, the material used, the material

quantity, the method if any, and the treatment advice, see

Fig. 7. The right screen, is the detailed screen of the disorder

shown on its left.

6.1.3. Coordination agent

Fig. 8 shows a trace of the flow of control of the output

from coordination agent to the diagnosis agents, and the

input from each agent at run time. Each agent located in a

server with server name listen to a port number. The input

shows that there are three agents answer with reply (at port

1095, 1070, 1075) and all the other three agents answer with

sorry. The coordination agent will then send to the treatment

agent.

7. Conclusions

In this paper we have described our experience with

decomposing the diagnosis expert system into a multi-agent

system. Our approach consists of a number of cooperating

agents capable of solving the diagnosis and treatment

problem in the agricultural domain. It has been applied to

the grapes crop for providing services to a large group of

users over the internet. The system can be geared towards

any other related system or application. The widespread use

of the internet and WWW provides an opportunity for

developing ES that fit into the agent technology widely

available.

Fig. 6. Output in the diagnosis session.

Fig. 7. An example of output screens in the treatment session.
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The new architecture concerning diagnosis has the

following advantages:

† It tries to simulate what may happen in real world in a

very fine-grained manner. Each agent corresponds to a

domain expert specialization.

† Partitioning of domain knowledge makes it easy to

maintain, easy to understand, and improve performance.

† The distribution of responsibilities among agents,

achieves modularity and reduced complexity.

† Re-usability at the knowledge level was achieved since

the proposed agents are capable of providing their

services to other expert systems as well as to other

applications provided that these other applications use

the same ontology and understand the same communi-

cation language.

The expert systems agents are implemented in KROL

using KADS knowledge engineering methodology. The

user interface agent and the coordination agent are

implemented in JAVA. Experiments on a set of test cases

from real agricultural expert system were performed. The

results observed in our experiments were satisfactory and

proved that the system is robust. The system can diagnose

and treat 26 disorders and the domain ontology consists of

66 concepts and more than 100 rules.
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