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Abstract. Leaf spots can be indicative of crop diseases, where leaf batches 
(spots) are usually examined manually and subjected to expert opinion. In this 
paper, an integrated image processing system is developed to automate the 
inspection of these leaf batches and helps identify the disease type. The 
developed system consists of four stages; the first is the enhancement, which 
includes HSI transformation, histogram analysis, and intensity adjustment. The 
second stage is segmentation, which includes adaptation of fuzzy c-mean 
algorithm parameters to fit the application in concern. Feature extraction is the 
third stage, which deals with three features, namely; color, size, and shape of 
the spots. The fourth stage is classification, which comprises back propagation 
based neural networks. This system has been applied to cucumber crop where 
the following diseases have been identified, powdery mildew, leaf miner, and 
downy mildew.

1 Introduction

Vegetable crops suffer from many leaf batches. Leaf batches differ in color, shape and 
size according to the cause. Leaf batches happen as a result of plant pathogens (fungi, 
Bacteria, and Virus diseases), insect feeding (sucking insect pests), plant nutrition 
(lack of micro elements) [1,2,3]. The importance of fungal diseases came from its 
great distribution, short life cycle, and propagation [1]. In agriculture mass 
production, it is needed to discover the beginning of plant diseases batches early to be 
ready for appropriate timing control to reduce the damage, production costs, and 
increase the income [2,3,5]. Plant leaves are considered the first station for the rest 
and germination of bacterial, fungal capsules due to the suitable macro environment 
[3,6]. Leaf batch characteristics play a curial role in differentiating between the 
different causes. The diagnosis of leaf batches may cause some confusion due to the 
similarities in batch’s shape, size and color but only an expert could identify it. The 
first step in fighting against these leaf batches is the adequate recognition of their 
presence that i.e. correct diagnosis. An abnormal symptom is an indication to the 
presence of the disease, and hence, can be regarded as an aid in diagnosis. Spots are 
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considered the important units indicating the existence of diseases. In this work an 
integrated image processing system has been proposed aiming at the identification of 
these leaf spots. The development of such an intelligent system is justified by its 
economical relevance and by hard effort necessary to perform a correct diagnosis. 
This includes the knowledge and experience accumulated by the human expert. Other 
important aspects are the speed, safety, and reliability of the response of the system. 

2 Architecture of the Proposed System

In order to diagnose the cause of the symptom by using an automated tool, so image-
processing system has been developed to automate the identification and 
classification of the leaf batches into specific disorder. As shown in Fig 1, the system 
consists of three main components: image analyzer, feature repository, and classifier. 
The processing that was done by using those components is divided into two phases. 
The first processing phase is the offline phase. In this phase, a large set of defected 
input images was processed by image analyzer for extracting abnormal features. Then 
these features were stored in the feature repository for later usage by the classifier. 
The second processing phase is an online phase, in which the abnormal feature of a 
specific defected image is extracted by image analyzer and then classified by the 
classifier into a specific disorder. The image analyzer components are described in 
Section 3. Section 4 deals with the feature repository. The classifier is discussed in 
section 5.

Fig. 1: Overall Structure of the System



3 Image Analyzer

The main purpose of the image analyzer is to extract the abnormal symptom of the 
defected color image represented in spot size, spot color, and spot shape. As depicted 
in the Fig. 2 the input of the image analyzer is the acquired defected color image and 
the output of the image analyzer is the extracted features of the defected image.

Fig. 2: Image Analyzer Structure

3.1 Image Acquisition

The images are captured by using high resolution 3-CCD color camera (DSC-P1 
Cyber-shot, Sony) with 3.3 million-pixel sensitivity, 3X optical zoom lens, auto focus 
illuminator light, and focal Length 8 - 24mm. The camera was placed at about 60mm 
from the top of the leaves. The image from the camera is digitized into a 24-bit image 
with resolution 720 x 540 pixels. 

The data set is divided into two groups: The first group was taken in the cucumber 
green house at Central Lab for Agricultural Expert System (CLAES). This group 
includes three categories of spotted defected image; those images are for powdery 
mildew, leafminer, and downy mildew disorders. Fig. 3 represents an example of 
those defected images. The other part of this group consists of a set of normal images 
and a set of images used as a negative example in a training phase. The second group 
is a set of defected leaf images taken from the literature for testing the segmentation 
phase. These images are related to the following disorders, Gummy stem blight, Scab, 



Anthracnose, Pesticide Injury, Phosphorus Def., Whitefly, High temp, and Alternaria 
Leaf Spot.

Fig. 3: Sample of defected image

3.2 Enhancement Phase

Image Enhancement is a sub-field of image processing and consists of techniques to 
improve the appearance of an image, to highlight important features of an image, and 
to make this image more suitable for use in a particular application (e.g., make certain 
features easier to see by modifying the colors or intensities). 
The abnormality of the defected leaves is revealed by the apperance of the spots. 
From the inspection of the infected leaves it was found that the spots have intensity 
values higher than other normal tissues. To extract those abnormal tissues, so our 
enhancement processing for the infected leaves as debicted in Fig. 2 consists of three 
steps. The first step is the transformation of the defected image into HSI color space. 
The second step is analyzing the histogram of the intensity channel to get the 
threshold by which we can increase the contrast of the image. The final step is to 
adjust the intensity of the image by applying the thresholds. 

HSI Transformation. Color is perceived by humans as a combination of R, G, B 
bands, which are called primary colors. Several color spaces, such as HSI and CIE are 
derived from primary colors using either linear or nonlinear transformations, and 
utilized in color image segmentation
HSI (hue-saturation-intensity ) system is a commonly used color space in an image 
processing, which is more intuitive to human vision [7-10]. HSI system separates 
color information of an image from its intensity information. Color information is 
represented by hue and saturation values. While intensity describes the brightness of 
an image[11]. The HSI color system has a good capability of representing the colors 
for human perception, because human vision system can distinguish different hues 
easily. Whereas, the perception of different intensity or saturation does not imply the 
recognition of different colors[11]. The formula of HSI is:
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The results of the HSI transformation are shown in the Figure 4

Fig. 4: Images after HSI transformation

Histogram Processing. The histogram of a digital image with gray levels in the range 
[0-L-1] is a discrete function p(rk) 

(4)

Where L is the number of gray levels usually 256, n the total number of the image 
pixels, nk is the number of pixels having intensity level k. The image histogram 
carries important information about the image content. Loosely speaking, p(rk ) gives 
an estimate of the probability of occurrence of gray level rk. A plot of this function for 

Fig. 5: Histograms corresponding the four basic image types 
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all values of k provides a global description of the appearance of an image. If the 
pixel values are concentrated in the low image intensities as can be seen in Fig. 5(a), 
the image is ‘Dark’. A ‘Bright’ image has a histogram that is concentrated in the high 
image intensities, as seen in Fig. 5(b), .In Fig. 5(c), the histogram has a narrow shape, 
which indicates little dynamic range, and thus corresponds to an image having low 
contrast. As all gray levels occur toward the middle of the gray scale, the image 
would appear a murky gray. In Fig. 5(d), the histogram possesses significant spread, 
corresponding to an image with high contrast. The histogram does give us useful 
information about the possibility for contrast enhancement. The results of generating 
the histogram of the defected image are shown in Figure 6
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(5)

Depending on the value of Gamma ( ), the mapping between values in the input 
and output images may be linear or nonlinear. Gamma can be any value between 0 
and infinity. If gamma is 1, the mapping is linear. If gamma is less than 1, the 
mapping is weighted toward higher (brighter) output values. If gamma is greater than 
1, the mapping is weighted toward lower (darker) output values.

To get the plow and phigh of the histogram we have to calculate the probability density 
function of the histogram as shown in the Fig. 10

After getting the two thresholds plow and phigh for the images, we have applied those 
thresholds to the intensity component as descriped in eq. 5. We have choosed 2 for 
gamma to move toward the darker side. The results are shown in Fig. 11 
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Fig. 10: PDF for histogram of Figure 6
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ntation Phase

entation is the first step in image analysis and pattern recognition. It is a 
 essential step and is one of the most difficult tasks in image processing, as 
es the quality of the final result of analysis. The problem of segmentation 
roadly investigated by scientists using both classical [12,13] and fuzzy 
niques [14-17]. Classical segmentation approaches take crisp decisions 
egions. However, regions in an image are not always crisply defined and 
 can arise within each level of image processing, as in our addreses. Most 
es are represented by overlapping gray-scale intensities for different tissues 
n, borders between tissues are not clearly defined and memberships in the 
egions are intrinsically fuzzy. Fuzzy set theory provides a mechanism to 
and manipulate the uncertainty and the ambiguity. Therefore fuzzy 
turns out to be particularly suitable for the segmentation of plant images. 
y used algorithm is the fuzzy c-means (FCM) algorithm, which was first 
y Dunn [18], further developed by Bezdek [19]. Subsequently, it is revised 
[20], Gu [21], and Xie [22]. However, Bezdek’s FCM remains the most 
used algorithm. 

ntation of defected plant images involves partitioning the image space into 
uster regions with similar intensity image values. The success of applying 
 the segmentation problem depends mainly on adapting the input parameter 
,24]. As a consequence, if any of the parameter is assigned an improper 
clustering results in a partitioning scheme, that is not optimal for the 
ta set and that leads to a wrong decision. These parameters include, the 
the data set, the optimal number of clusters, and the degree of fuzziness. 
xperiments with these parameters, we’ve shown that a good cluster number 
ots is 4, and the degree of fuzziness is 2 [25]. We’ve applied those 
 to our data set and the results are presented in Figure 12-15. In this 
e top row represents the original defected input images, while the bottom 
ents abnormalities detected via segmentation.



Fig. 12: Segmentation Results on some Literature Images
Fig. 13: Original and segmented CLAES images for Leafminer
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 phase is the feature extraction phase. The purpose of the feature extraction 
uce the image data by measuring certain features or properties of each 
d regions such as: color, shape, or texture. This phase consists of two steps, 
pot isolation, and spot extraction. 

lation. Often, a segmented image consists of a number of spots. In order to 
eatures from the individual spot, it is necessary to have an algorithm that 
 each spot. To identify the spots, we label each spot with a unique integer 
 largest integer label gives the number of spots in the image. Such 
tion algorithm is called component labeling [26]. The following Figure 



depicts the binary-segmented image and the labeled image after applying the 
component-labeling algorithm. 

Feature Extraction. In order to recognize the spot category, we measure several 
numbers of features from the segmented image, to be later used for classification
purposes. These features correspond to color characteristics of the spots such as: the 
mean of the gray level of the red, green, and blue channel of the spots. Other features 
correspond to morphological characteristics of the spots [26,27] such as:
1. The length of the principal axes, Major and Minor axes length of a spot.
2. The diam
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Fig. 16: Labeling Segmented Image
eter of a spot, is measured as: 

)/*4( PIAreaSQRT
ity Measure: also called circularity ratio, its value between 0, 1, the spot 
cularity ratio is zero is actually a circle, while the spot whose circularity 
e is actually line. The circularity ratio is computed as : 

(7)

ess Measure: also called solidity ratio, has a value between 0,1. If the 
 solidity value equal to 1, this means that it is fully compacted. It is the 
een the spot border length (Convex Area) and the area of the spot. The 
s computed as: 

(8)

easure: also called rectangularity ratio, has a value between (0 1], when 
has the value one, then the shape is perfectly rectangle, is computed as: 

(9)

umber Measure: This measure describes a simple, topologically 
property of the spot. It is computed as the number of objects in the 
nus the number of holes in those objects.
n Measure: is the angle in degrees between the x-axis and the major 
h of the spots.
ents calculated measures for the three previous classes of spots.

)/)2)^2/(2)^2/((*2 MajorMinorMajorSQRT −

xAreaBoundingBoSpotArea /

ConvexAreaSpotArea /



4. Featur

The featur
extraction 
which cons
disorders t
features fo
each class.

5 The Cla

Before the 
set of train
classificati
the Back 
classificati
which conf
The config
classificati
neurons fo
configurati
neurons d
consequenc
weights in
capacity. O
complexity
number of
Most of th
small num
performanc
for determ
well known
Fig. 17: Morphological measurements of the three classes
es Database

es database is the component used to store the outputs of the feature 
phase for later usage by the classifier. The database is a relational one, 
ists of two tables namely a disorder table, which is used to keep track of 
hat have been processed and a feature table, which is used to store the spot 
r each disorder. The database created contains 1500 records 300 records per 

ssifier 

on-line processing is done, the system needs to be manually trained using a 
ing samples. An Artificial Neural Network ANN was used to perform our 
on task. There are many different types of ANNs. The most widely used is 
Propagation ANN. This type of ANN is excellent for performing 
on task [28,29]. The developer of ANN has to answer the main question: 
iguration of the ANN is appropriate for a good out-of-sample prediction? 
uration of ANN needs to be determined accurately to give an optimal 
on result. This configuration includes the number of layers, the number of 
r each layer, and the minimal number of training samples. This 
on is also called the topology of the ANN. It is known that too many 
egrade the effectiveness of the model, leads to the undesirable 
es, long training times, and local minima. Large number of connection 
 the ANN model may cause over-fitting and loss of the generalization 
n the other hand, choosing too few neurons may not capture the full 
 of the data. Many heuristic rules were suggested for finding the optimal 
 neurons in the hidden layer, and several techniques were now available. 
em employ trial-and-error methods, in which the ANN training starts with a 
ber of neurons, and additional neurons are gradually added until some 
e goal is satisfied [30]. Unfortunately, there is no theoretical consideration 
ining the optimal network topology for the specific problem. We used a 
 statistical analysis technique called ANOVA, for determining the optimal 



configuration of the neural network. A good introduction to the analysis of variance
(ANOVA) is given by [31].

5.1 Experimental Procedure

The experiment was considered to determine the best structure of the neural network 
that gives the best identification percentage of the following classes: class A 
(Downy), class B (leafminer), class C (powdery), class D (Normal), and class N 
(Negative). Also, the experiment is designed to investigate the influence of each 
factor on the identification percentage. Those factors are a number of learning 
samples, number of neurons, and a number of hidden layers (Table 1).

Learning Sa
to investiga
classifier ac
sample, train
test with 150
with 250 sam
Table 1: Experiment Design for Neural Network Factors
mples. Different combinations of learning samples categories were used 
te the influence of increasing the number of learning samples on the 
curacy. Those categories are: train with 50 sample and test with 250 
 with 100 sample and test with 200 sample, train with 150 sample and 
 sample, train with 200 sample and test with 100 sample, and finally train 
ple and test with 50 sample.



Neurons. Different number of neurons was used to investigate the increasing number 
of neurons on the classifier accuracy. Those numbers are 5,10,15, and 20.

Layers. The last factor is the number of hidden layers. The tried number is one 
hidden layer and two hidden layers, which are used to determine how many layers are 
necessary to give the highest accuracy of the classifier.

5.2 Experimental Analysis

After designing the experiments as depicted in Table1, the ANOVA table is 
constructed to measure the significance of each factor. The results is shown in Table 2

W
sq
Ex

T
ef
de
Table2: ANOVA Table for Main Effects
Main Effects SS DF MS F Significance
Layers 0.47 1 0.47 18.5 Highly
Neurons 0.17 3 0.055 2.22 Not
Samples 1.24 4 0.31 12.07 Highly
here SS is the sum of square, DF is the degree of freedom, MS is the mean of 
uare, and F is the ratio of the variance between groups and variance within groups.
amining the results in Table3, it is seen that:
• The layers factor has a high significance on the identification percentage. 

This means that using two layers has a better effect on the identification 
percentage than one layer.

• The samples factor has a high significance on the identification percentage. 
This means that using 250 training samples has a better effect on the 
identification percentage than using 50 samples.

• The neurons factor is not significant on the accuracy of the classifier. This 
means that using five neurons are sufficient.

he mean of each factor regardless the other factors were calculated to measure the 
fects of each factor individually on the classifier accuracy. These results are 
picted in table 3 and plotted in Fig.18. 
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Table 3: Mean of each factor, Sample, Layer, and Neurons
Samples Mean
50-250 0.47
100-200 0.54
150-150 0.61
200-100 0.49
250-50 0.69

Neurons Mean
5 0.62
10 0.61
15 0.58
20 0.55

Layers Mean
One 0.54
Two 0.64
t is obvious of Fig. 18 that using small number of neuro
nd large number of training samples lead to a much bette
e o
ith 

s shown in Ta
hich is the highest recognition percentage. This can be

xtensively to recognize 3 specific diseases. As a result, 
entifying the features that best point to them, as well as, 
eir presence. The second highest identification percen

Table 4: Optimal choice for classifier

Examples Neurons Layers A B
250-50 5 Two 0.86 0.74

Fig 18: Mean of each factor, Sample, Layer,
ns, large number of layers, 
r ratio of identification. So, 

r 

al leaves is 98%, 

C D N
0.94 0.98 0.92

 and Neurons
ble 4, the capability of the classifier to identify norm

 attributed to the fact that 
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ormal leaves exhibit no abnormal features, which makes it easy for the classifier to
dentify them. The third highest recognition percentage was for unknown diseases
his high recognition percentage is due to the fact that the classifier has been trained
ptimal decisions for designing the classifier 11-5-5-1, and training this classifie
250 samples. This results is depicted in Table 4.
the classifier is capable of 
features that do not indicate 
tage was for the powdery 



mildew disease. This can be explained by the ease by which features related to that 
disease can be detected. The fourth, and fifth percentages were for downy mildew and 
leafminer diseases. These percentages are acceptable for those diseases because there 
was an overlap in the appearance of some symptoms related to those disorders.

6 Conclusions

In this paper we have developed an integrated image processing system capable of 
diagnosing three disorders, Downy mildew with percentage 84%, Leafminer with 
percentage 74%, and Powdery mildew with percentage 94%. Also, the system is 
capable of deciding the normal leaves with a percentage 98%. Moreover, the system 
is capable to recognizing the unknown disorder with a percentage 92%.
A set of features was selected to be extracted using feature extraction phase, and those 
features were stored in the feature database, which is designed for this purpose.
We have used feed-forward neural networks with two hidden layers and the standard 
back propagation rule as the training algorithm. Each neural network node uses a 
sigmoid transfer function and the objective function to be minimized was the MSE.
A statistical experiment was designed for different ANN configurations, and analyzed 
using ANOVA approach for selecting the optimum structure of neural network that 
gives good identification results. The decision of the topology of ANN to give a high 
identification percentage was two hidden, five neurons per each layers, and 250 for 
number of training samples.
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