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Abstract 
 

Statistical Machine Translation (SMT) involves many 
tasks including modeling, training, decoding, and 
evaluation. In this work, we present a methodology for 
optimizing the training process to get better translation 
quality using the well known GIZA++ SMT toolkit.  The 
methodology is based on adjusting the parameters of 
GIZA++ that affect the generation of the translation 
model. When applying the methodology, an average 
improvement of �� has been achieved in the translation 
quality. 
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Towards the goal of getting reliable statistical 
translation results, researchers focus their efforts on 
enhancing the way different tasks of machine translation 
are performed. Some researchers focus on innovating 
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researchers consider the development of better decoding 
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effort has been dedicated to improve the training process, 
despite its effect on translation quality. The Estimate 
Maximization (EM) algorithm has been used so long for 
estimating model parameters. Little effort was dedicated 
to innovating better training algorithms. Most algorithms 
of statistical translation are imported from the speech 
recognition area.  

 
GIZA++ is a popular toolkit for producing translation 

models and word alignments. Although GIZA++ produces 
word based translation models, it is still used in building 
some phrase based translation models through the word 
alignments it generates as a byproduct of the training 
process. These alignments can be used to extract bilingual 

phrases from parallel corpus by some methods such as 
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parameters that exist to modify the training process. These 
parameters come with default values. However, the 
parameters are domain and data specific and should be 
adjusted for each new corpus we use. 

 
In a previous work, we tuned GIZA++ on a limited 
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paper, we extend the work with two objectives in mind. 
Firstly, we want to test the hypothesis that tuning GIZA++ 
using a small corpus can get good parameter values that 
we can use with larger corpora. Secondly, we investigate 
using perplexity as a performance metric to tune GIZA++. 
The rationale of using perplexity other than translation 
quality as a measurement of how good is a parameter 
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represents a review of statistical machine translation. In 
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and the results. 
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Statistical machine translation (SMT) aims at 
extracting general translation rules from large amount of 
sentence pairs that are aligned to each other.  Models of 
statistical machine translation are based on the notion of 
word alignment. An alignment between a pair of sentences 
is an object that links a word in the target sentence with a 
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sentence and an Arabic sentence. 
 

Alignments are the basis on which translation models are 



built. For two sentences that are translations to each other, 
there is more than one possible alignment. Each alignment 
is given a probability value that represents how sure we 
are about the alignment. 
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The probability of an alignment a given a source 

sentence e and its target translation f can be expressed as 
follows: 
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Summing over a for both sides yields: 
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factored out, and finally we get the translation model 
equation: 

( ) ( )�=
a

efaPefP |,|
   �%� 

 
Hence, the translation model probability P (f | e) is the 

sum of all probabilities of producing a target string f and 
an alignment a given a source string e. 

 
In order to estimate the probability P (a, f | e), Brown 
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of which contributes to the calculation of p (a, f | e). Vogel 
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The Estimate Maximization (EM) algorithm is used to 
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applies the EM algorithm on a parallel text to build the 
translation model in the form of a set of tables.   
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In the following subsections, we present some issues 
that make good reasons for the existence of GIZA++ 
parameters.  
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Rare events cause a problem in probability 

distributions. As a solution to this problem, smoothing 
factors are introduced. Although smoothing is a necessity 
in language modeling, it was not used in the original IBM 
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chosen to be all words that appear at least twice in the 
training corpus; single occurrence words were replaced by 
a special unknown token. Hence, no smoothing was 
needed. 

 
The designers of GIZA++ proposed to use smoothing 

while building the translation model. Smoothing the 
probability distribution is useful to handle rare words in 
the data, even the ones that appear only once in the 
corpus.  
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Overfitting means fitting too much the training data and 

the model starts to degrade performance on test data. A 
model with overfitting does not predict well. To reduce 
the effect of overfitting, GIZA++ uses a number of 
smoothing parameters for various models. In each training 
iteration, alignment probabilities are smoothed using 
certain formula that contains a smoothing factor. For 
example, in HMM training iterations, the following 
formula is used for smoothing probability values: 

 
( ) ( ) ( )IajajPIIIajajP ,�|.�/.,�| −−+=− αα   

 
Where aj is the source word position and aj-� is position of 
the previous source word and I is the length of the source 
sentence. Here < is a smoothing factor for HMM. In 
GIZA++, this factor is represented by a parameter named 
emalsmooth. 
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A training scheme specifies the sequence of used 



models and the number of training iterations used for each 
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However, HMM has a problem that it does not work well 
if there are large jumps due to different word orderings in 
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English translation, the performance of M������
outperforms the HMM model, with default parameter 
values. For this reason, the training scheme should be 
modified to suit the training data. GIZA++ has a number 
of parameters that define the number of training iterations 
for each model. 
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Aside from smoothing factors and training scheme, 
some GIZA++ parameters are effective in producing 
better results if they are set to the right values. These 
parameters should be adjusted empirically to get the most 
out of the training corpus. For instance, GIZA++ estimates 
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calculated from word alignments of the training corpus by 
inspecting how many words are aligned to the special 
NULL word. Of course, if the word alignments are not 
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manually aligned corpus or by empirically tuning the 
value using a test sample until we get the best translation 
quality.  
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GIZA++ uses a set of parameters to handle the issues 
presented in the previous section. These parameters 
already have default values. However, these values are 
domain specific and should be optimized for each new 
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In a previous work, we proposed a tuning methodology 
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translation quality score as a measurement for the 
goodness of parameter values.   

 
In this work, we further enhance the tuning 

methodology by using a more robust measurement to 
determine how good a parameter value. We also test the 
hypothesis that we can tune GIZA++ on a small corpus to 
obtain parameter values that can be used to get improved 

quality when applied to a larger corpus in the same 
domain.  
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In order to tune GIZA++ for translation quality, we 

classified parameters according to certain criteria. Some 
parameters are general; in the sense that they are not 
modifying the training of a specific model and they exist 
for efficient training or they have a global effect on the 
training process. We also classified parameters according 
to whether they are discrete value or real value 
parameters. Discrete value parameters can be tuned at low 
cost since there are few discrete values to try out. Real 
value parameters were optimized by using the Genetic 
Algorithm (GA). We further classified parameters with 
regard to the models they modify. GIZA++ uses different 
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our experiments, we study two basic training schemes: one 
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training scheme was evaluated separately.  
 

 ���
�!�"#$$����������� 
This subsection introduces the parameters that are 

covered by our study. 
 

General parameters 
Most of these parameters exist for efficient training. These 
parameters mainly determine cutoff and threshold levels. 
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countincreasecutoff, and mincountincrease. Probcutoff is 
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HMM Parameters 
The following parameters affect HMM training. 
 
emprobforempty 
This parameter represents the probability of a transition to 
NULL in the HMM network. 
 
emalsmooth 
A smoothing factor for alignments probabilities of HMM. 
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These parameters are mainly smoothing factors for 
alignment probabilities. These parameters are 
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We tuned parameters in the order of the models they 
affect; that is; we tuned general parameters, then HMM 
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parameters 
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In this section we discuss how to determine the fitness 

of each member (parameter value) of the generation 
during the running of the GA.  

 
In a previous work, we used translation quality as a 

measurement of how a GIZA++ parameter value is better 
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method, it has some problems. One problem is the 
decoding time for the tuning test sample. Another factor is 
that a language model has a weight in the final scoring of 
translation formula. In this way we are not measuring the 
quality of translation model but also the quality of 
language model. A third problem is the potential of bias of 
test data. A forth problem is that the searching algorithms 
used while decoding can yield comparative results. 

 
 Another alternative to translation quality is to use 

training data perplexity as a measurement of the goodness 
of GIZA++ parameter values. Brown et al used training 
perplexity to compare the performance of different models 
�2�&�:�-Onaizan et al. used perplexity as a performance 
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The summation is over all sentence pairs of the corpus and 
P (f | e) is the translation model probability and N is the 
number of words in the corpus. 
 

Using perplexity is an attractive idea as an objective 
evaluation of models compared to the subjective 
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benefits. Firstly, it is calculated over all the training data, 
and thus is more robust in determining the goodness of 
GIZA++ parameters values. Secondly, using perplexity is 
more efficient since GIZA++ already calculates perplexity 
during training and hence we save decoding time.  

 
Perplexity has been doubted to be a good measure of 

quality despite the benefits of using it to evaluate models. 
Mathematically, lower perplexity means better model. But 
how perplexity related to translation quality? The 
experiment we conducted answers that question.  
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We used GA for tuning real valued parameters for the 
same reasons explained in our previous paper �/�& The 

reason is mainly because Genetic Algorithms have the 
advantage of not stopping at local optima and can perform 
well on noisy data. 

We used a populati����
0������/��������&��	�"�
member represents a valid value for the parameter. The 
first generation was initiated randomly, except the first 
member which is seed with the default value for this 
parameter. This assures that the best value the GA will get 
so ever is guaranteed to be more fit that the default value.  
To get the fitness of each member, we run GIZA++ with 
the new parameter settings (the member value and 
previously tuned parameters). 

 
Members with the lowest perplexity score are selected 

for reproduction phase, and new generation is produced 
using standard crossover and mutation operators of GA. 
The following pseudo code represents the tuning of a 
parameter. 
�
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generation 
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       Run GIZA++ with the parameter value j 

       Assign model perplexity to member fitness 

    Next j 

������������	�����������	�����	���������
� 

     Choose the Best members (values) with the lowest perplexity 

     Produce next generation using GA operators 

         For each value j in the new generation do 

              Run GIZA++ with the parameter value j 

              Assign model perplexity to member fitness 

         Next j 

     Next i 

 ��!����t the member with the lowest perplexity 
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The objective of the experiments is to check two main 
assumptions: firstly, testing the hypothesis that tuning 
GIZA++ using a small corpus can get good parameter 
values that we can use with larger corpora, and secondly, 
using perplexity as a performance metric to tune GIZA++. 

 
We conducted our experiments using a corpus of 
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domain of the corpus is the news domain. The baseline 



system is composed of the CMU language modeling 
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The objective of the first experiment was to test the 
hypothesis that tuning GIZA++ with translation quality as 
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parameters values that can be used for a larger corpus. To 
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corpus as a tuning corpus. We run the tuning program 
using the small corpus and get the final parameter values 
to train the larger corpus with these values. Then we used 
the translation model to translate an in-context test set of 
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translation quality of the test data "	��
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The objective of the second experiment was to test the 

effect of optimizing GIZA++ parameters using perplexity 
as a fitness function for the genetic algorithm. This time 
we tune GIZA++ using the whole corpus. At the end of 
the tuning program, we obtain the final parameter values 
the tuning algorithm found out, and use them to build the 
translation model. We measure the translation quality of 
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The third experiment was much like the second one but 

with the exception that we started the tuning algorithm 
with a previously tuned parameter values we get from the 
first experiment. The objective is to let the tuning 
algorithm, using perplexity, start with good values 
obtained from tuning by translation quality using the small 
corpus. The translation quality has increased by 6&7%. 
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experiments. 
 

We repeated the same three experiments using a larger 
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sentence length. Another test sample was selected from 
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sentence pairs corpus 
 

Exp Description BLEU Percentage 

 Default Parameter settings of 
GIZA++ �&�2��  

� 
Tuning with translation quality 
�
�"� ����� ��������� !	
���

corpus 
�&�2(( �&�A 

� Tuning with perplexity using 
whole corpus �&�6�� 2&��A 

% Start tuning with perplexity 
with good parameter values �&�66� 6&7A 
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yields a higher improvement than with translation quality 
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small corpus to save time in training and make use of the 
time for decoding the test sample. Tuning with larger 
corpus with perplexity is feasible because we lose no time 
in calculating perplexity because GIZA++ does this 
during training and we do not lose time in decoding. An 
advantage of using the larger corpus is the robustness of 
the measurement (perplexity) as it is calculated for the 
whole data, not for a small sample. 
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sentence pairs corpus 
 

Exp Description BLEU Percentage 

 Default Parameter settings of 
GIZA++ �&�//�  

� Tuning with translation quality 
�
�"���������������!	
������!�� �&�2�( �&(A 

� Tuning with perplexity using 
whole corpus �&�7�/ 7A 

% Start tuning with perplexity with 
good parameter values �&%��� �(A 
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The experiments showed that tuning the GIZA++ 
parameters using a small corpus, using translation quality 
as performance metric, then using these parameters on a 
larger corpus enhance the translation quality on average of 
�&��A&�C�
���!��!��$
�#�	��	�!��formance metric in tuning 
the parameters led to enhancing the translation quality by 
6A&�
���
����"���������"�����������an enhancement of 
tra���	�
���.�	�
�#��#���A&�The disadvantage of using the 
translation quality as a performance metric is the time that 
tuning program takes, which approaches�%��"�������
���
the smal�����!��������������nces) on a �&(�8*9�!���������
	�����8=������#�computer. In case of using perplexity, 
�"�����
���!����������-�(��"���������"���	��������!���

�%����������nces) and led to better results. It is 
recommended to use the perplexity as a measure as it 
needs less work in tuning the translation model.  

 
 
In the future, we are going to investigate tuning 

GIZA++ for Phrase-based Statistical Machine Translation 
(PSMT). To build a flat phrase translation model, word 
alignments are used to extract bilingual phrase 
translations. GIZA++ produces the best alignment (called 
viterbi alignment) for each pair of sentences in the corpus 
beside the translation model. We believe that tuning 
GIZA++ parameters may yield better word alignments 
which, in turn, improve phrase based translation models. 



Experimenting with the GA settings can be also 
investigated and suggested for future work. 
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